ABSTRACT

Autonomous vehicle platooning promises many benefits such as fuel efficiency, road safety, reduced traffic congestion, and passenger comfort. Platooning vehicles travel in a single file, in close distance, and at the same velocity. The platoon formation is autonomously maintained by a Cooperative Adaptive Cruise Control (CACC) system which relies on sensory data and vehicle-to-vehicle (V2V) communications. In fact, V2V messages play a critical role in shortening the platooning distance while maintaining safety. Whereas V2V message integrity and source authentication can be verified via cryptographic methods, establishing the truthfulness of the message contents is a much harder task.

This work establishes a physical access control mechanism to restrict V2V messages to platooning members. Specifically, we aim at tying the digital identity of a candidate requesting to join a platoon to its physical trajectory relative to the platoon. We propose the Wiggle protocol that employs a physical challenge-response exchange to prove that a candidate requesting to be admitted into a platoon actually follows it. The protocol name is inspired by the random longitudinal movements that the candidate is challenged to execute. Wiggle prevents any remote adversary from joining the platoon and injecting fake CACC messages. Compared to prior works, Wiggle is resistant to pre-recording attacks and can verify that the candidate is directly behind the verifier at the same lane.

KEYWORDS

Security; Vehicle platoon; access control; challenge-response.

1 INTRODUCTION

Autonomous platooning refers to the coordination of a group of autonomous vehicles traveling on a single file and in close proximity across long distances. Platooning offers notable benefits in road capacity and fuel efficiency due to the smaller inter-vehicle gaps, while maintaining safety [3, 9]. The inter-vehicular gaps are maintained in a coordinated fashion without any mechanical linkage [11]. Specifically, steering and acceleration is coordinated using vehicle-to-vehicle (V2V) communications and on-board sensors (cameras, LIDAR, radar). The platoon members employ a cooperative adaptive cruise control (CACC) algorithm to maintain safe distances within the platoon formation and react to the surrounding traffic [10, 18, 21]. V2V messages propagate much faster than sensory information that may lag in detecting imminent changes to vehicle trajectories. For instance, when one member brakes, this information propagates via a V2V message before a velocity change can be sensed. This allows for a considerable reduction of the safety gap between vehicles [18].

The safety of the platoon and of other surrounding vehicles hinges on the veracity of V2V CACC messages. False message injection can lead to loss of life, monetary damages, and eventual abandonment of the autonomous platooning technology [5]. To secure the message exchange, wireless standards such as the IEEE 1609.2 [2] and the more recent 3GPP TS 33.185 for Cellular Vehicle-to-Everything (C-V2X) [1] recommend the use of a public key infrastructure (PKI). Cryptographic methods can authenticate the source and verify the integrity of a V2V message. However, they cannot physically bind the message originator to a trajectory.

The lack of physical trajectory verification opens the door to remote attacks. An adversary could claim to follow a platoon while being at a remote location. Communication with the platoon may take place over the cellular infrastructure using C-V2X. The adversary may be in possession of valid cryptographic credentials either by being a valid vehicle or by compromising the credentials of valid vehicle. After authentication of the adversary’s digital identity, the adversary can inject fake messages into the platoon and impact the CACC operation. This attack can scale to multiple platoons, as the adversary can simultaneously impersonate phantom vehicles at various distant locations.

To mitigate the risks from remote attacks, several prior works have proposed physical access control mechanisms [5, 7, 19, 22]. The main idea is to limit platoon access to only those vehicles that can prove they are actually following the platoon. The concept was formalized by Xu et al. with the introduction of a Proof-of-Following (PoF), which is demonstrated in Fig 1. Before being admitted to the platoon, a candidate member C engages in a challenge-response protocol with a verifier V (typically the last vehicle of the platoon) to bind C’s digital identity with his physical trajectory. A PoF acts as a complementary mechanism to digital authentication by providing physical access control. As such, it does not prevent the injection of fake messages from vehicles that are already part of the platoon.

Limitations of prior methods. The Convoy protocol uses the vertical acceleration due to road surface variations to correlate the
candidate’s and the verifier’s trajectories [5]. However, the road surface is static making Convoy vulnerable to pre-recording attacks. Our prior work in [22] exploits the large-scale fading effect of ambient cellular transmissions to correlate the candidate-verifier trajectories. This context presents high spatial and temporal entropy, thus resisting pre-recording attacks. However, the protocol cannot verify the relative positioning between the candidate and the verifier, but only bounds the candidate within a radius from the verifier. As a result the candidate could be anywhere within a radius.

In this paper, we propose Wiggle, a new PoF protocol that can verify (a) the following distance of the candidate, (b) the relative positioning of the candidate and the verifier, (c) the candidate’s lane, and (d) provide resistance to pre-recording attacks. Wiggle employs a physical challenge-response exchange between the candidate and the verifier to prove that the candidate follows the platoon. The protocol name is inspired by the random longitudinal movements that the candidate is challenged to execute. Without following the verifier within the designated distance, a remote adversary cannot respond to the verifier’s random motion challenges.

**Contributions:** Our main contributions are as follows:

- We propose Wiggle, a PoF protocol that derives security form a series of physical challenges. These challenges are designed to bind the digital identity of the candidate to his trajectory, thus providing physical access control to the platoon. A physical challenge consists of a randomly-selected checkpoint that must be reached within a given deadline. Without following the platoon, a remote adversary cannot reach the checkpoints to prove his trajectory.

- We analyze the security of Wiggle and show that it is resistant to attacks from any malicious candidate that does not follow the verifier within a designated following distance \( d_{\text{ref}} \), which is not on the same lane as the verifier, or is separated by any other vehicle. Our protocol proves the relative ordering of the candidate and the verifier and provides lane verification. It is further resistant to pre-recording attacks due to the random nature of the physical challenges, and it is resistant to Man-in-the-middle (MitM) attacks when the identity of the verifier is known to the candidate.

- We evaluate the performance and security of Wiggle via the Plexe platooning simulator [14] and show that a PoF verification lasts less than a minute for relevant freeway scenarios, while providing a high security level. Moreover, by using an ACC algorithm to execute the challenges, we ensure that the user experiences almost imperceptible changes to the vehicle’s velocity while a PoF is executed.

### 2 SYSTEM MODEL

#### 2.1 Platooning Model

We consider a vehicular platoon traveling on a single file in a freeway. The platoon members are either autonomous or semi-autonomous and coordinate driving via physical sensing and exchanging V2V control messages that contain motion state information such as acceleration, velocity, steering, etc. [6]. Vehicles are equipped with distance measuring sensors that are implemented using any modality such as radar, camera, LIDAR, or a combination of modalities [23]. Distance sensors are able to measure the distance to proceeding and following vehicles travelling in the same lane. Using the distance measurements and the exchanged messages, the platoon applies cooperative adaptive cruise control (CACC) [10, 18] to maintain the platooning distance.

To secure the platoon operation, V2V messages are protected using cryptographic primitives. According to the C-V2X communication standard (3GPP TS 33.185 [1]), V2X communication is supported by a PKI that provides each vehicle \( X \) with a private/public key pair \((p_{kX}, s_{kX})\) and a digital certificate \( cert_X \). These credentials can be used to establish trust among the platoon vehicles and verify the origin of information. Key management of digital identities and platoon secrets is beyond the scope of this work.

#### 2.2 Platoonal Physical Access Control

We study the problem of physical access control for securing vehicular platoons from remote adversaries. The main idea is to restrict platoon membership to those vehicles that are actually platooning, thus preventing remote adversaries from injecting fake navigation messages. Figure 1 demonstrates our system model. Vehicles \( AV_1, AV_2 \) and \( AV_3 \) form a platoon. Candidate vehicle \( C \) requests to join the platoon claiming to be following \( AV_3 \) within the platooning distance. Vehicle \( AV_3 \) acts as a verifier for \( C \)’s trajectory.

**Candidate \((C)\):** A candidate \( C \) requests to be admitted to a platoon by sending a join request. The candidate has a public/private key pair \((p_{kC}, s_{kC})\) and a certificate \( cert_C \) issued by a trusted certificate authority. The candidate is equipped with an adaptive cruise control (ACC) system that can autonomously maintain the following distance. The ACC can also become cooperative by receiving V2V messages. The candidate is not admitted to the platoon until it passes a PoF challenge from the verifier.

**Verifier \((V)\):** The last vehicle of a platoon serves as a verifier. The verifier engages in a PoF protocol with the candidate to bind the candidate’s digital identity with his physical trajectory. Like all other vehicles, the verifier is assigned a public/private key pair \((p_{kV}, s_{kV})\) and a certificate \( cert_V \) by a trusted certificate authority. Moreover, the verifier can securely measure the distance to any vehicle that follows within the same lane.

**The Proof-of-Following Primitive:** A candidate should follow the platoon at the specified following distance \( d_{\text{ref}} \) and be in the same lane as the verifier. We provide a stricter PoF definition than the one initially introduced in [22].

**Definition 2.1. Route:** A route \( L_X \) of a vehicle \( X \) is represented as a set of \( n \) time-ordered positions \( L_X = \{t_1, t_2, \ldots, t_n\} \), where each position \( t_i \) is the vehicle’s geo-spatial coordinate \((x_i, y_i)\) at time \( t_i \), with \( 1 \leq i \leq n \), and \( t_i < t_j \) for \( i < j \).

\[ ||t_{V}(i) - t_{C}(i)|| = d_{\text{ref}}, \forall i, \]

where \( d_{\text{ref}} \) is a desired following distance, then \( V \) ACCEPTS. Else, the verifier REJECTS.
were launched, a secure ranging protocol can be used to protect
with the platoon either via C-V2X communications or directly.

2.3 Threat Model
Adversary goals and capabilities: We consider an adversary
who attempts to pass the PoF verification without following
the platoon. The goal of the adversary is to be admitted into
the platoon and inject false coordination messages. The attacker holds
a public/private key pair \((pk_M, sk_M)\) and a certificate \(cert_M\) issued
by a trusted certificate authority. The adversary can communicate
with the platoon either via C-V2X communications or directly.

A remote adversary is shown in Fig. 2(a). The adversary may
know the platoon’s route in advance or in real-time. He is using the
cellular infrastructure to emulate a phantom vehicle which appears
to follow the platoon. A similar scenario occurs when the adversary
is at some far-away following distance or ahead of the platoon.
Because the adversary is assumed to be remote, he does not launch
attacks against the verifier’s ranging sensors. Even if such attacks
were launched, a secure ranging protocol can be used to protect
the distance sensing modality [16].

Man-in-the-middle adversary: The adversary can launch a Man-
in-the-Middle (MitM) attack to gain admittance to the platoon while
a legitimate candidate \(C\) also attempts to join. A MitM attack is
shown in Fig. 2(b). The adversary jams the platoon join request sent
from \(C\) and replaces it with his own request. At the same time, \(M\)
impersonates the verifier to \(C\). The legitimate verifier challenges \(M\)
and proves he follows the platoon by executing a PoF. The adversary
relays the same challenge to \(C\) who executes the PoF protocol.

3 THE WIGGLE POF PROTOCOL
3.1 Overview
Wiggle is a physical challenge-response protocol executed between
the verifier and candidate. To bind the digital identity of a candidate
with his physical trajectory, the verifier challenges the candidate to
execute a series of longitudinal perturbations of its following
distance and measures these perturbations using the ranging modality.
The physical challenges are randomly generated by the verifier
and sent to the candidate encrypted by the candidate’s public key.
Each challenge \((d_t, t)\) consists of a desired following distance \(d_t\),
referred to as a “checkpoint”, and a deadline \(t\).

3.2 The Wiggle Protocol
We organize the protocol into three phases: Digital identity verification, Physical challenge-response, and Physical Verification. In
the first phase, the digital identity of the candidate is verified. In
the challenge-response phase, the verifier challenges the candidate
to perform random motions and measures the distance to the candidate.
In the physical verification phase, the verifier accepts the candidate’s claim if he reaches all checkpoints by the respective
deadlines. Figure 4 summarizes the protocol in steps.

Digital identity verification phase.
(1) The candidate sends a join request \(REQ\) to the verifier \(V\).
\[ m_C(1) \leftarrow ID_V, ID_C, pk_C, \text{cert}_C, \text{sig}_{sk_C}(\text{REQ}, ID_C, ID_V), \]
where \(ID_V\) and \(ID_C\) are the verifier’s and the candidate’s identities,
\((pk_c, sk_C)\) are \(C\)’s public/private key pair, and \(\text{cert}_C\) is
\(C\)’s certificate.
(2) The verifier validates the certificate of \(C\) with \(pk_{CA}\) the
certificate authority’s public key \(pk_{CA}\) and then verifies the
signature with \(pk_C\).

Physical challenge-response phase.
(4) \(V\) generates a set of \(K\) physical challenges denoted by \(\Gamma = \{(d_{ref}, t_0), (d_1, t_1), \cdots, (d_K, t_K), (d_{ref}, t_{K+1})\}\). Each challenge
consists of a checkpoint \(d_t\), which is a random longitudinal
perturbation of the following distance \(d_{ref}\), and a corresponding
deadline \(t\) by which the checkpoint must be reached. The set also contains the initial and final position of

Figure 3: The verifier challenges the candidate to reach randomly-generated checkpoints \(d_i\) and \(d_2\) by deadlines \(t_1\) and \(t_2\), respectively.

Figure 3 shows the execution of two challenges by candidate \(C\).
At time \(t_0\), \(C\) claims to follow \(V\) at following distance \(d_0 = d_{ref}\).
The verifier measures the distance to the following vehicle and
verifies that it is \(d_{ref}\). However, this alone does not constitute a
PoF as another vehicle could happen to follow \(V\). The verifier challenges \(C\) to reach checkpoints \(d_1\) and \(d_2\) by deadlines \(t_1\) and \(t_2\), respectively. The challenges are encrypted by \(C\)’s public key. To
pass PoF verification, the candidate must reach each checkpoint
by the designated deadline, resulting in a “wiggle” motion around
the following distance \(d_{ref}\). A remote adversary is unable to pass
verification, as he cannot be present at the checkpoints by the designated deadlines. Furthermore, by pointing the ranging sensor
directly behind the verifier, relative ordering verification and lane
verification are achieved.
Given:
\[ ID_C, pk_C, sk_C, cert_C, pk_V, ID_V, pk_CA \]

**Digital Identity Verification:**
\[ m_C(1) \leftarrow ID_V, ID_C, pk_C, cert_C, sig_{sk_C}(REQ, ID_C, ID_V) \]

**Physical Challenge-Response:**
\[ \text{Decrypt: } D_{sk}[m_V(1)] = sig_{sk_V}(\Gamma, ID_V, ID_C, t_0), \Gamma, ID_V, ID_C, t_0 \]
\[ \text{Verify: } ver_{pk_v}(sig_{sk_v}(\Gamma, ID_V, ID_C, t_0), \Gamma, ID_V, ID_C, t_0) = \text{true} \]

**Physical Verification:**
\[ m_V(1) \leftarrow ID_C, pk_C, sig_{sk_C}(\Gamma, ID_V, ID_C, t_0), \Gamma, ID_V, ID_C, t_0 \]
\[ \text{Verify: } ver_{pk_c}(\text{REQ}(cert_C, ID_C, pk_C)) = \text{true} \]
\[ \text{Generate: } \Gamma \]
\[ \text{Record } \Gamma' \]
\[ \text{Verify: } \sum_{k=0}^{K+1} I(|d_k - d_k'| \leq \gamma) \leq 1 \]

**Figure 4: The Wiggle protocol.**

**Figure 5: Setting the checkpoint range for candidate C.**

C that is equal to \( d_{ref} \). The challenges are signed with \( sk_V \) and then encrypted with \( pk_C \). The message also contains the start time \( t_0 \) of initiating the response.

\[ m_V(1) \leftarrow ID_C, pk_C, sig_{sk_C}(\Gamma, ID_V, ID_C, t_0), \Gamma, ID_V, ID_C, t_0 \]

(5) \( C \) decrypts \( m_V(1) \) and verifies the signature of \( V \).

(6) \( C \) starts from \( d_{ref} \) at time \( t_0 \) and passes through each checkpoint \( d_i \) by deadline \( t_i \) and then recovers to \( d_{ref} \).

(7) The verifier measures and records the following distance of the candidate by each deadline. Denote the recorded data set as \( \Gamma' = \{(d_0', t_0), (d_1', t_1), (d_2', t_2), \ldots, (d_{K+1}', t_{K+1})\} \).

**Physical verification phase.** In this phase, \( V \) verifies the candidates platooning claim by checking if \( C \) reached the designated checkpoints by the respective deadlines.

(6) \( V \) compares each measured distance \( d_i' \) with the respective challenge \( d_i \). If each \( d_i \) is within a threshold \( \gamma \) from \( d_i \), the verifier ACCEPTS. Otherwise, the verifier REJECTS.

\[ \sum_{k=0}^{K+1} \frac{I(|d_k - d_k'| \leq \gamma)}{K+2} = 1, \]

where \( I(\cdot) \) is the indicator function.

### 3.3 Parameter Selection

**Checkpoint selection.** To select each checkpoint \( d_i \), the verifier determines a discrete range \( S \) around the nominal following distance \( d_{ref} \). Using the standard time gap notation to denote following distances, let \( d_{ref} \) correspond to a time gap \( g_{ref} = d_{ref} / v_V \), where \( v_V \) denotes the verifier’s velocity. Let also \( g_{min} \) be the minimum safety time gap between any two vehicles and \( g_{max} \) be a maximum time gap. The verifier computes a continuous range \( [g_{min} \cdot v_V, g_{max} \cdot v_V] \) for selecting the checkpoints. It then divides this range to equal segments of length \( 2\rho \) (twice the radar resolution \( \rho \) and computes a discrete range of \( M \) checkpoints \( S = \{s_1, s_2, \ldots, s_M\} \) where

\[ M = \left\lfloor \frac{g_{max} - g_{min}}{2\rho} \right\rfloor + 1. \]

The checkpoint range for each challenge is randomly selected from \( S \).

To demonstrate the checkpoint selection process, consider a verifier traveling at \( v_V = 30 \text{m/s} \), as shown in Fig. 5. Assume \( g_{min} = 1 \text{m} \), \( g_{max} = 2 \text{m} \) and a radar resolution of \( \rho = 0.3 \text{m} \). The verifier computes \( M = \frac{60 \text{m} - 30 \text{m}}{2 \times 0.3 \text{m}} + 1 = 51 \) checkpoints between 30m and 60m from itself. The verifier randomly chooses from the 51 checkpoints when populating the \( K \) physical challenges for any candidate.

**Deadline selection.** The deadlines can be selected in any fashion that would allow the candidate to safely move to the designated checkpoints. A straightforward way to select a deadline \( t_i \) for checkpoint \( d_i \) is to assume some relative velocity differential \( d_{ref} \) (positive or negative) to cover the distance difference \(|d_i - d_{ref}|\). In this case the deadline becomes \( t_i = \frac{|d_i - d_{ref}|}{v_{ref}} + \epsilon \), where \( \epsilon \) is some tolerance to allow for small variations in the candidate’s motion.

However, this simple model ignores the automated nature of platooning and the user experience, as the candidate’s velocity is assumed to change instantly rather than smoothly. Alternatively, the verifier can calculate deadlines using an ACC model that accounts for safety and motion smoothness factors. Here, we adopt the ACC control model presented in [12], but any ACC controller can be used. Using this model, the deadline is calculated as follows.

Let a challenge \( d \) correspond to a gap time of \( T = d / x_C \) where \( x_C \) denotes the current speed of the candidate. The algorithm proceeds in steps of duration \( \Delta t \) as follows:

(1) The desired acceleration at the \( n \)-th step is

\[ \ddot{x}_{des}[n] = \frac{1}{T}(\Delta x[n] + \lambda \delta[n]) \]  \hspace{1cm} (1)

\[ \delta[n] = -d_{act}[n] + d, \Delta \ddot{x}[n] = \dot{x}_C[n] - \dot{x}[n], \]

where \( \Delta \ddot{x}[n] \) is the relative velocity between \( C \) and \( V \), \( d_{act}[n] \) is the actual following distance, \( \delta[n] \) is the distance error to
We first examine if an adversary that is not platooning is able to pass the digital identity verification as he is following the verifier within a range $d_{ref}$. The adversary will measure the distance to the following vehicle $V$ and keep a safe distance that could be similar to the checkpoint distance tolerance. The deadline $t$ for a checkpoint $d$ is set to $t = \Delta t + n^*$, where $n^*$ is the first value of $n$ for which $|\delta[n]| < \gamma$.

4 SECURITY ANALYSIS

4.1 Correctness

A valid candidate following the verifier at $d_{ref}$ will receive from $V$ the set of challenges $\Gamma$. Feeding $\Gamma$ to the ACC will enable $C$ to reach the checkpoints by the deadlines while $V$ measures his position, thus completing the PoF. Moreover, because $V$’s radar modality measures directly backwards within the same lane, both the relative ordering and the travelling lane are verified.

4.2 Remote Adversary

We first examine if an adversary that is not platooning is able to pass the PoF and join the platoon. The adversary could be at any location except $d_{ref}$ behind the verifier (for all practical purposes, an adversary following the platoon at $d_{ref}$ should be allowed to pass physical access control). For instance, the adversary could be stationary at a remote location, several cars behind the verifier, co-traveling at a different lane, etc. We consider two possibilities: (a) there are no other vehicles following the verifier and (b) a vehicle other than the adversary follows the verifier.

4.2.1 No vehicles follow $V$. Let the adversary $M$, request to join the platoon by sending a request message $m_M(1)$ to the verifier. The adversary will pass the digital identity verification as he is assumed to possess a valid certificate issued by a trusted certificate authority. After identity verification, the verifier will challenge the adversary $M$ with a set of challenges $\Gamma$. As the adversary does not follow $V$ and no other vehicles follow $V$, the verifier will be unable to detect a vehicle at the designated checkpoints, and the physical verification will fail.

4.2.2 A vehicle follows $V$. We now consider the case where some vehicle $R$ other than the adversary follows the verifier. The vehicle $R$ is not controlled by the adversary, but is in the same lane as the verifier and keeps a safe distance that could be similar to the following distance $d_{ref}$. The remote adversary requests to join the platoon by sending a request message $m_M(1)$ to the verifier. As mentioned before, the adversary will pass the digital identity verification. The verifier will challenge the adversary with a set of challenges $\Gamma$. The verifier will measure the distance to the following vehicle $R$ (instead of the remote adversary) at the deadlines designated in $\Gamma$. The adversary could pass the PoF, if $R$ happens to be at the checkpoints by the respective deadlines.

Modeling $R$’s trajectory as a random walk: To analyze the probability of passing the PoF, we model the trajectory of the following vehicle $R$ as a one-dimensional random walk around $d_{ref}$. The core idea is that $R$ moves independently of the platoon and may fluctuate its following distance within a limited range while still following. Specifically, the vehicle $R$ fluctuates its distance to the verifier within a range $[d_{min}, d_{max}]$.

We model the random walk of $R$ by an $N$-state Markov chain where states represent the candidate positions of $R$ and state transition probabilities represent the probability of moving to another position within the range after a time step $n$. We discretise the range $[d_{min}, d_{max}]$ by assuming that $R$ can travel a fixed distance $d_{step}$ within a fixed time step and divide the range by $d_{step}$ to obtain a total of $N$ positions (states). Without loss of generality, the initial state distribution $P(0)$ at time 0 is assumed to be uniform. Moreover the state transition probabilities are given by an $N \times N$ matrix $P = (P_{ij})$ with

\[
P_{1,1} = P_{2,2} = P_{N,N} = P_{N-1} = 1/2, \\
P_{i,i+1} = P_{i,i-1} = P_{i,i} = 1/3, \quad i = 2..N-1, \\
P_{i,j} = 0, \quad \text{all other } i, j.
\]

The transition state diagram of the random walk is shown in Fig. 6(a).

Note that in a typical random walk, there is always a transition to a new state. In our model, we have opted to consider that the vehicle may stay on the same state within a time step. Moreover, given a state, the transition probabilities forward, backward, and at the same state are equiprobable, though any matrix $P$ can be considered. The $N$ candidate states of $R$ may not necessarily coincide with the $M$ possible checkpoints selected by the verifier. However, we can assume that the $M$ checkpoints are part of the state space.
of \( R \). Using the random walk model, we now evaluate the probability of passing the PoF verification, considering only the physical challenges and ignoring the initial and final states of \( d_{ref} \).

**Proposition 1.** Let the verifier challenge the adversary \( M \) with a set of \( K \) challenges \( \Gamma = \{(d_1, t_1), (d_2, t_2), \ldots (d_K, t_K)\} \). Each checkpoint is randomly selected from a state space \( S \) of size \( M \). Let some vehicle \( R \) follow the verifier and move in a state space \( S' \) of size \( N \) using the random walk model with \( S \subseteq S' \). The probability that \( M \) passes the PoF verification due to \( R \)'s motion is given by

\[
P_M = \left( \frac{1}{NM} \right)^K \prod_{k=1}^K \sum_{i=1}^M \sum_{j=1}^N p^n_{k,i,j} n_k. \tag{9}
\]

where \( p^n \) indicates the transition probability matrix after \( n \) steps.

**Proof.** **Passing a single challenge:** Consider a single challenge with a checkpoint/deadline pair \( (d, t) \). The adversary passes the challenge if \( R \) happens to be at distance \( d \) during time \( t \). The deadline \( t \) corresponds to the \( n \)-th time step in the discrete stochastic process representing the random walk of \( R \) and captured by random variables \( (X_1, X_2, \ldots) \) where

\[
X_n = X_0 \cdot \frac{n}{t_0}. \tag{10}
\]

Denote by \( \Pr[\text{pass}] \) the probability of reaching \( d \) in time step \( n \), or equivalently that the adversary passes the challenge. Then

\[
\Pr[\text{pass}] = \sum_{i=1}^M \Pr[d = i] \cdot \Pr[X_n = i \mid d = i] \tag{11a}
\]

\[
= \frac{1}{M} \sum_{i=1}^M \Pr[X_n = i \mid d = i] \tag{11b}
\]

\[
= \frac{1}{M} \sum_{i=1}^M \sum_{j=1}^N \Pr[X_n = j \mid X_0 = i] \cdot \Pr[X_n = i \mid X_0 = j] \tag{11c}
\]

\[
= \frac{1}{MN} \sum_{i=1}^M \sum_{j=1}^N p^n_{j,i} \tag{11d}
\]

In (11a), we conditioned on all the \( M \) possible checkpoint values. In (11b), we considered that checkpoints for each challenge are chosen uniformly. In (11c), we conditioned on all the initial \( N \) states for vehicle \( R \), and in (11d) we considered that the initial location of vehicle \( R \) is uniform on the \( N \) states in the random walk.

**Passing a PoF:** To pass a PoF challenge, the adversary must pass all \( K \) challenges issued in set \( \Gamma \). In other words, \( R \) must reach each checkpoint by the designated deadline by means of a random walk. Since the verifier selects each checkpoint \( d_k \) at random and independently, the passing rate can be expressed as

\[
P_M = \Pr[\text{pass chal } 1] \cdots \Pr[\text{pass chal } K] \tag{12a}
\]

\[
= \left( \frac{1}{MN} \right) \prod_{k=1}^K \sum_{i=1}^M \sum_{j=1}^N p^n_{k,i,j} \cdots \left( \frac{1}{MN} \right) \prod_{k=1}^K \sum_{i=1}^M \sum_{j=1}^N p^n_{k,i,j} n_k \tag{12b}
\]

\[
= \left( \frac{1}{MN} \right)^K \prod_{k=1}^K \sum_{i=1}^M \sum_{j=1}^N p^n_{k,i,j} n_k. \tag{12c}
\]

Eq. (12a) follows by the independence of the challenges. In Eq. (12b), we used the probability of passing a single challenge obtained by (11d), but accumulating the time steps from one challenge to another. Eq. (12c) is a more compact expression of (12b).

**Lemma 1.** The adversary’s passing probability is upper bounded by

\[
P_M \leq \left( \frac{1}{M} \right)^K. \tag{13}
\]

**Proof.** To prove Lemma 1, we focus on the probability of passing a single challenge as expressed in (11d). We note that the summation term \( \sum_{i=1}^M p^n_{j,i} \) sums \( M \) out of \( N \) elements of the \( j \)-th row of matrix \( p^n \). Because the space of checkpoints is a subspace of the space of candidate locations (states) for vehicle \( R \), it follows that

\[
\sum_{i=1}^M p^n_{j,i} \leq \sum_{i=1}^N p^n_{j,i} = 1.
\]

Substituting this bound to Eq. (11d) yields

\[
\Pr[\text{pass}] = \frac{1}{MN} \sum_{i=1}^M \sum_{j=1}^N p^n_{j,i} \leq \frac{1}{NM} \sum_{i=1}^N 1 = \frac{1}{M}.
\]

Substituting this bound to Eq. (12c) completes the proof.

From Lemma 1, we observe that the passing probability \( P_M \) drops at least inversely proportional to the cardinality \( M \) of the checkpoint space and exponentially with the number of challenges \( K \). By controlling these two parameters, the passing probability can be driven to any desired value at the expense of delay until the PoF verification is completed.

We note that the bound of Lemma 1 is quite loose when \( M \ll N \). In fact, one can show that as time accumulates, the steady-state distribution for the random walk becomes uniform (with the exception of the two boundaries that have different transition probabilities). Under a uniform distribution on any of the \( N \) states, the probability of passing a single challenge becomes \( \Pr[\text{pass}] = 1/N \), which is independent of \( M \). That is, the probability of being at the selected checkpoint is one out of the possible \( N \) states of the Markov chain. Given the \( K \) independent challenges, the probability of passing PoF verification becomes \( P_M \sim (1/N)^K \).

### 4.3 A MiTM Adversary

In a MiTM attack, the adversary attempts to be admitted to the platoon when a valid candidate initiates a join request with the verifier. We analyze two instances of the attack. In the first instance, the candidate attempts to join a specific platoon with a known verifier identified by his public key \( pky \) and his certificate \( cer \). In the second case, the candidate opportunistically attempts to join a nearby platoon, without targeting a specific verifier.

**Joining a pre-specified platoon.** Let the candidate target a specific platoon identified by verifier with \( (IDr, pky, cer) \). The steps of a MiTM attack are shown in Fig. 7(a). The candidate initializes the protocol by sending a join request message \( \mu_{C}(1) \) to \( V \). The request \( \mu_{C}(1) \) contains the \( IDc \) and \( IDr \), signed with the candidate’s private key. The adversary can attempt to initiate parallel
sessions by eliminating \( m_C(1) \) (e.g., via jamming) and injecting his own request to \( V \).

\[
m_M(1) \leftarrow ID_V, ID_M, pk_M, cert_M, sig_{sk_M}(REQ, ID_M, ID_V).
\]

Upon receiving \( m_M(1) \), the verifier validates the digital identity of \( M \) and challenges \( M \) with \( \Gamma \). Because the adversary is not following the platoon, the only chance to successfully complete the MiTM attack is for the valid candidate to execute the physical challenges \( \Gamma \). The adversary can attempt to respond to \( C \)’s initial message \( m_C(1) \) by sending

\[
m'_M(1) \leftarrow ID_C, E_{pk_C}[\text{sig}_{sk_M}(\Gamma, ID_M, ID_C, t_0), \Gamma, ID_M, ID_C, t_0],
\]

containing the same set of physical challenges \( \Gamma \), provided by \( V \) to \( M \). However, \( C \) will abort the joining process because the reply is signed by \( M \) and not \( V \). At this stage, the adversary’s MiTM attack fails because \( C \) can only accept challenges signed by \( V \).

**Joining an arbitrary platoon.** When the candidate opportunistically tries to join a platoon, he may not know the verifier’s identity. Consider a candidate following \( V \) at \( d_{ref} \) but being unaware of the identity of \( V \). The adversary can then launch a MiTM attack where he spoofs \( V \). The steps of the MitM attack are shown in Fig. 7(b). The candidate \( C \) initiates a platoon join request by sending message

\[
m_C(1) \leftarrow \text{REQ, ID}_C, pk_C, \text{cert}_C.
\]

Note that the join is not directed to a specific verifier (alternatively, the candidate may respond to a probe from nearby verifiers, similar to the reception of SSIDs from nearby Wi-Fi networks, but the end result is the same in terms of knowing the identity of \( V \)). The adversary \( M \) corrupts \( m_C(1) \) (e.g., via jamming) to prevent \( V \) from receiving it and initiates his own session with \( V \) by sending

\[
m_M(1) \leftarrow ID_V, ID_M, pk_M, cert_M, sig_{sk_M}(REQ, ID_M, ID_V)
\]
to the verifier. The verifier responds to \( M \) with

\[
m_V(1) \leftarrow ID_M, E_{pk_M}[\text{sig}_{sk_V}(\Gamma, ID_V, ID_M, t_0), \Gamma, ID_V, ID_M, t_0],
\]

challenging \( M \) with \( \Gamma \). The adversary responds to \( m_C(1) \) pretending to be a verifier and challenges the valid candidate with the same physical challenges \( \Gamma \)

\[
m'_M(1) \leftarrow ID_C, E_{pk_C}[\text{sig}_{sk_M}(\Gamma, ID_M, ID_C, t_0), \Gamma, ID_M, ID_C, t_0].
\]

The candidate executes the perturbations in \( \Gamma \) leading \( V \) to admit \( M \), even though \( M \) does not follow \( V \) within distance \( d_{ref} \).

**Resistance to MiTM attacks.** Preventing the MiTM attack when the identity of the verifier is not known to the valid candidate is a challenging problem. Without any means to authenticate the intended verifier, impersonation is possible. We emphasize the required sophistication to launch such an advanced attack. The adversary must intercept the request of a valid candidate who opportunistically seeks to join a platoon while being unaware of the identity of the verifier representing that platoon.

Whereas the Wiggle protocol does not prevent this kind of attack, we present some possible directions to remedy it. One potential solution is to use highly-directional antennas on the candidate and the verifier (e.g., at mmWave frequencies). By pointing the antenna of the candidate in the forward direction within the travelling lane and the verifier’s antenna in the backward direction, the adversary has a limited opportunity to launch the MiTM attack. Another candidate solution is to employ a single-receiver transmission localization system that can pinpoint the location of the transmitter (e.g., [17]). Although such systems have been demonstrated to be highly accurate, they have been considered under static scenarios rather than high velocity mobile setups. An alternative direction would be to exploit the Doppler shift between the candidate and the verifier to detect messages injected by the adversary. Given the applicability of this attack only to opportunistic platooning scenarios, we leave these directions as future work.

### 5 EVALUATION

In this section, we evaluate the security and performance of the Wiggle protocol. All platooning experiments were performed in the Flexe simulation environment [13], which is a cooperative driving framework permitting the realistic simulation of platooning systems. It features realistic vehicle dynamics and several cruise control models, enabling the analysis of mixed scenarios in traffic.

#### 5.1 Performance of Wiggle

We first evaluated the performance of Wiggle as a function of the different protocol parameters. In our simulation, a verifier \( V \) was followed by a candidate \( C \) in a freeway environment. The candidate applied the ACC model presented in Section 3.3 to control its following distance from the verifier. The simulation parameters are listed in Table 1. Initially, the verifier and the candidate were platooning at a speed of 30m/s (108Km/h) without any interfering traffic. The following distance \( d_{ref} \) was set to 45m, which corresponds to a
1.5 sec time gap. The verifier challenged the candidate to perform physical challenges at random.

**Verification time:** The performance of *Wiggle* was evaluated in terms of the delay until a candidate is admitted to the platoon. Intuitively, delay is a function of the ACC parameters and the number of physical challenges.

**Studying the impact of the ACC.** The ACC parameters control the deadline for reaching each checkpoint. Parameter $\lambda$, in particular, regulates the vehicle acceleration as a function of the distance to the checkpoint. Figure 8 shows the candidate’s acceleration, velocity, and following distance as a function of time, when the checkpoint is 3m away from $d_{ref}$. From Fig. 8(a), we observe that the initial applied acceleration is gradually decreased, and then the vehicle breaks until the checkpoint is reached. The speed differential hardly exceeds 0.6m/sec (2Km/h), indicating an almost imperceptible transition to the checkpoint. We further observe that when $\lambda$ is decreased to 0.1, the acceleration and velocity differential decrease at the expense of longer delay until the checkpoint is reached. In the remaining of our simulations, we set $\lambda = 0.4$.

Another important parameter that impacts delay is the distance tolerance $\gamma$ by which the checkpoint must be reached. Figure 8 shows that the vehicle quickly converges in the vicinity of the checkpoint and then fine tunes its position to reach the checkpoint. By increasing the distance tolerance, the deadline can be shortened. Figure 9(a) indeed shows that the deadline duration is inversely related to $\gamma$. For our simulations, we selected $\gamma = 0.3m$, which is close to the typical automotive radar resolution [20].

Finally, in Fig. 9(b), we show the deadline as the function of the distance that the candidate has to cover to reach the checkpoint. We observe that the deadline grows with distance but the relationship is not linear. This is justified by the acceleration model of the ACC model. We also note that the deadlines are not symmetric when the same distance has to be covered forward and backward as slightly different accelerations are applied in each direction.

**Impact of traffic.** So far, we have assumed that the verifier moves at constant velocity when the candidate responds to physical challenges. However, traffic may impact the velocity of the verifier and the way that the candidate’s ACC approaches a checkpoint. To study this impact, we simulated a vehicle traveling at 27m/s. To maintain a safe distance when $V$ comes upon the slow vehicle, $V$ reduces its velocity to 27m/s while the candidate is attempting to reach a checkpoint. Figure 10 shows the acceleration, velocity, and following distance of the candidate as a function of time for a checkpoint that is at 42m from $V$. We observe that the time to reach the checkpoint increased from 7.6sec (according to Fig. 8) to 13.6sec. Moreover, the candidate actually moved passed the checkpoint before recovering to the checkpoint due to $V$’s braking. This indicates that a valid candidate will fail the original deadline, if the velocity of the verifier changes.

There are two approaches to remedy this problem. The first is to ignore any challenges for which the verifier’s velocity changes drastically and repeat them when the velocity stabilizes. The second approach is for the verifier to adjust the deadline based on his own velocity. Given the ACC model, the verifier can re-compute the deadline to allow for the candidate to reach the checkpoint.

**Verification time as a function of physical challenges $K$.** The verification time also depends on the number of physical challenges issued by the verifier. Indeed, this relationship is expected to be linear as the verification delay is cumulative with every challenge. Variations are due to the variability of the deadlines for randomly selected checkpoints. To study the impact of $K$, we fixed the checkpoint space to $M = 51$ and varied $K$ while executing *Wiggle*. Figure 11(a) shows the average verification time and its standard deviation as a function of $K$. We observe the expected linear increase in verification time, with about 10sec overhead per physical challenge. Overall, the verification time is short (less than a minute) relative to the time that the candidate will be platooning with the rest of the platoon. Figure 11(b) shows the average verification time as a function of the number of available checkpoints.
The only chance for the adversary is that some independent vehicle verifier reduces from \(M\), as a function of the number of physical challenges, calculated over \(K\) vehicle\(\)s. Note that after \(K\) as a function of the number of physical challenges, calculated over \(K\). As the range of motion of the candidate expands, the verification time increases due to the longer average distance to reach each checkpoint.

5.2 Security of Wiggle

In Section 4.2, we showed that a remote adversary is unable to pass the PoF verification without performing the physical challenges. The only chance for the adversary is that some independent vehicle \(R\) follows the verifier at the platooning distance. We evaluated the probability that \(M\) passes verification due to \(R\)’s motion, as stated in Proposition 1. We simulated a vehicle \(R\) following a verifier traveling at 30m/sec. The vehicle \(R\) executed a random walk within the checkpoint range (30m - 60m from the verifier) with a step size of 0.3m (i.e., \(N=100\) Markov states). The verifier continuously issued physical challenges with a distance tolerance of \(\gamma = 0.3\)m. Figure 12(a) shows an instance of \(R\)’s following distance to \(V\) as a function of time for five checkpoints. Figure 12(b) shows the distance of \(R\) from each checkpoint at the time of the deadline. We observe that \(R\) is often at a location far away from the respective checkpoint, since it does not try to reach it intentionally.

This is further verified in Fig. 13(a) that shows \(M\)’s passing rate as a function of the number of physical challenges, calculated over 2,000 challenges. Note that after \(K = 2\), \(M\) did not pass any of the PoFs \((P_M = 0)\). For comparison, we also provide \(P_M\) when calculated numerically using Proposition 1. A few physical challenges are sufficient to drive the probability of success to very low values. Note that the checkpoint space cardinality \(M\) does not affect \(P_M\). This is because \(R\) must reach one specific checkpoint by the deadline. It is fairly straightforward to show that under a random walk, this probability follows the uniform distribution (with slightly higher probabilities for the two boundaries). Therefore, regardless of \(M, P_M\) is approximately equal to \((1/N)^K\), as it is also observed by the numerical results in Fig. 11(b).

6 RELATED WORK

Verification of Platooning. Several prior works have considered the problem of access control for platoon admission. [5, 7, 19, 22]. Han et al. introduced Convoy, a platoon admission method that relies on physical context [5]. Convoy exploited the correlation between the vertical acceleration recorded at the candidate and the verifier due to the variations of the road surface. However, this approach is vulnerable to record and replay attacks since the road surface condition changes slowly over time. Moreover, it cannot precisely determine the following distance. Vaas et al. [19] and Juuti et al. [7] used the driving trajectory as a proof for platoon membership. A candidate recorded its own trajectory and reported it to the verifier as a proof of platooning. However, the platoon trajectory can be known a priori or can be monitored from a distance.

Xu et al. formally defined the PoF concept for vehicle platoons [22]. They proposed a platooning verification method that leverages the large-scale fading effect of ambient cellular signals to prove that a candidate is co-travelling with a verifier. The main advantage is that RF signals are highly-dynamic in space and time, and therefore this method is resistant to pre-recording attacks. However, the relative prover-verifier position cannot be determined. Moreover,
the method cannot prove that the two parties platoon on the same lane and precisely estimate the following distance. The Wiggle protocol addresses all these shortcomings by proving the relative vehicle ordering, the exact following distance, and achieving lane verification while maintaining resistance to pre-recording attacks.

Physical challenge-response protocols. The idea of a physical challenge-response has been used to achieve various security properties. Shoukry et al. proposed PyCRA, an authentication scheme for protecting sensors from physical attacks [15]. In PyCRA, random but known physical probe signals are injected to the environment to validate the correct operation of sensors and prevent analog injection attacks. Although PyCRA can be used to verify sensors such as radar distance estimators, it requires radar downtime and may not be suitable for safety-critical applications.

Dutta et al. [4] improved the accuracy of PyCRA for distance sensors by minimizing the distance error between the measured and actual distance using a recursive least square method. However, their approach requires the actual distance to be known a priori, which is not realistic. Kapoor et al. [8] utilized the spatio-temporal correlation of transmissions from MIMO antennas to address the limitations of the prior systems, creating a spatio-temporal physical challenge-response system [8]. The automotive radar does not need to be turned off while verification of its accuracy is performed. We note that these works are orthogonal to ours, as verifying the distance to the following vehicle is insufficient to bind it to its digital identity. However, they are useful in securing the sensing modality that is used by Wiggle to verify the physical challenges.

7 CONCLUSION

We proposed Wiggle, a physical challenge-response protocol for controlling physical access to a platoon. Wiggle uses random perturbations of the following distance to bind the digital identity of a candidate to his claimed trajectory. We showed that Wiggle can verify the following distance of the candidate, the relative positioning of the candidate and the verifier, the candidate’s lane, and provide resistance to pre-recording attacks. We evaluated the performance and security of Wiggle in the Plexe simulator and showed that a PoF verification lasts less than a minute while inducing almost imperceptible changes to the vehicle’s velocity.
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